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Abstract

Iris segmentation is a critical step for improving the accuracy of iris recognition, as

well as for medical concerns. Existing methods generally use whole eye images as

input for network learning, which do not consider the geometric constrain that iris only

occur in a specific area in the eye. As a result, such methods can be easily affected by

irrelevant noisy pixels outside iris region. In order to address this problem, we propose

the ATTention U-Net (ATT-UNet) which guides the model to learn more discriminative

features for separating the iris and non-iris pixels. The ATT-UNet firstly regress a

bounding box of the potential iris region and generated an attention mask. Then, the

mask is used as a weighted function to merge with discriminative feature maps in the

model, making segmentation model pay more attention to iris region. We implement

our approach on UBIRIS.v2 and CASIA.IrisV4-distance, and achieve mean error rates

of 0.76% and 0.38%, respectively. Experimental results show that our method achieves

consistent improvement in both visible wavelength and near-infrared iris images with

challenging scenery, and surpass other representative iris segmentation approaches.

Keywords: Iris Segmentation, U-Net, Attention

1. Introduction

Biometric recognition technologies, such as fingerprint, face and iris recognition,

are adopted in various applications including smartphone unlocking, border control,

∗Corresponding author
Email address: szlig@xmu.edu.cn (Shaozi Li)
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and attendance record. Among these technologies, iris-based technologies have advan-

tages of high distinctiveness, permanence, and performance [1]. The appearance of5

human eye is composed of sclera, iris, and pupil. Iris is a circular-like region between

pupil and sclera, which contains richest features of texture. In fact, iris appearance is

genetically determined and will remain unchanged since infancy. Further more, iris is

a well protected internal organ, and even genetically identical individuals have com-

pletely independent iris textures. These characters make iris patterns to be among the10

most accurate and effective biometrics [2]. The task of iris segmentation is to deter-

mine pixels in given images that belong to iris region, which plays a critical role in iris

recognition. Having a good segmentation means that we can extract more discrimina-

tive features and then get a higher final recognition accuracy [3].

Besides the usage on biometric recognition, iris segmentation can also play a sig-15

nificant role for medical concerns. Accurate iris segmentation is an essential pre-

processing step for high performance computer-aided ocular disease diagnosis.

For iris images taken under ideal conditions (e.g., no occlusion, proper distance,

visual angle, and good illumination), iris segmentation can be simplified as a simple

image-processing problem [4]. This is because iris region shows transparent variation20

from both pupil and sclera in ideal conditions. However, in daily usage scenario, image

acquisition is not always that ideal, which makes iris segmentation a challenging task.

The factors that render iris segmentation a challenging task can be briefly summarized

as follows:

• Occlusion: In practice, iris images usually face the problem of occlusion caused25

by eyelids and/or eyelashes. Moreover, some users wear glasses or contact

lenses, which also introduce complex occlusion and reflection problems.

• User cooperation: In unsatisfactory situations when users are uncooperative,

the iris regions in obtained images face the issues of blurring, position offset,

inappropriate scale, hard perspective, etc..30

• Illumination: Poor or overexposed illumination will reduce images’ contract,

which results in non-sharp boundary of iris region.

2



  

Figure 1: Examples of segmentation results with/without attention mechanism. The first column displays

original iris images selected from UBIRIS.v2 and CASIA-IrisV4-distance. Areas marked with red rectangles

indicate regions that need to pay more attention for accurate segmentation. The second column display seg-

mentation predictions using U-Net without attention mechanism, and the locations indicated by red arrows

show obvious errors in such situation. The last column displays the segmentation results using our proposed

ATT-UNet.

• Camera equipment: There are two main types of devices for taking iris images,

one using near-infrared (NIR) spectrum and another using visible light (VW). In

NIR images, the outer iris boundary is not as distinguishable as the inner one.35

While in VW images, the inner boundary also faces the problem of low-contrast.

Besides the four key challenging factors mentioned above, there are still some is-

sues that introduce challenges to iris segmentation, including pupil zooming, abnormal

iris samples, etc.

Facing all these challenges, former iris segmentation approaches can be roughly di-40

vided into boundary-based methods and pixel-based methods. Boundary-based meth-

ods [5, 6, 7] require prominent contrast of structure components, while pixel-based

methods [8, 9, 10] rely highly on discriminative iris feature. Both types gave poor

performance when dealing with complicated situations, such as occlusion caused by

eyelashes and reflections. In recent years, deep learning-based iris segmentation meth-45

ods [11, 12] outperform former non-deep methods in segmentation accuracy. But ex-

isting deep-learning based iris segmentation methods take whole eye image as input,

which do not consider the geometric constraint information of eye. As we know, the

3



  

iris is with circle-like shape and only occur in a specific area in the eye, as marked

with red rectangles in Figure 1. As a consequence, these methods will be affected by50

irrelevant areas and are insufficient to distinguish the iris/non-iris pixels around the

boundary area. As shown in the second column of Figure 1, noisy pixels around the

boundary are wrongly segmented as iris region by U-Net [13] model which is one of

the most promising methods for binary segmentation tasks. Even in some cases, pixels

far away from the iris region are segmented as iris pixels. This issue mainly caused by55

the U-Net didn’t consider the region structure information of the eye, and treat each

pixel inside and outside the iris region equally. As such, the U-Net model will easily

affect by the noisy pixels.

For addressing this problem, in this work, we propose an accurate and robust iris

segmentation model, namely ATTention U-Net (ATT-UNet). Our ATT-UNet is built60

upon the original UNet model, while we make a significant improvement by intro-

ducing an attention mechanism which guides the model to learn more discriminative

features for separating the iris and non-iris pixels. The attention mechanism is achieved

by adding a branch to estimate the position of the iris in the whole image at the end of

the contracting path, and then we generate a weighted attention mask to guide the ex-65

panding path that should pay more attention on this specific region as well as reduce the

influence of other irrelevant regions. Under such a strategy, the proposed model learns

from iris-specific regions to avoid false segmentation in noisy background. And the

last column of Figure 1 indicates that after adding attention mechanism, not only noisy

pixels far from iris region, but also low discrimination pixels around iris boundary, are70

sharply reduced.

We conduct several experiments of our method on two representative iris datasets,

UBIRIS.v2 and CASIA.IrisV4-distance. Experiments results demonstrate that our pro-

posed method can outperform former representative approaches. Besides, comparisons

between U-Net and our ATT-UNet, with/without post-processing, shows the superi-75

ority of our method. The visual examples of zoomed-in output segmentation masks

indicate that our model can deal with challenging situations.

The remainder of this paper is organized as follows. Section 2 introduces related

works of iris segmentation in recent years. In Section 3, we describe the proposed

4



  

ATT-UNet and the training pipeline. Section 4 talks about the details of experiment80

results. Finally, we conclude our paper in Section 5.

2. Related work

Iris segmentation was first developed from the requirement of iris recognition. As

far as we know, the idea of distinguishing identity by iris texture was proposed by an

ophthalmologist named Frank Burch in 1936 [14]. In 1994, Daugman [15] got a patent85

on iris recognition algorithm. Such algorithm first locates iris in an image, and encode

its texture into ’iris code’. This method becomes the basis of existing iris recognition

algorithm. Most of existing iris recognition algorithms follow 4 steps described be-

low: (a) image acquisition; (b) iris segmentation; (c) feature extraction; (d) similarity

discrimination. In recent years, most iris recognition approaches, including traditional90

approaches [16, 17, 18], and deep learning based approaches [19, 20, 21], still follow

the above steps, in which iris segmentation is a critical step for subsequent operations

like normalization, feature extraction, etc.

Because inaccuracy in segmentation can cause different mapping of the iris pattern

in its extracted description, which can cause failure in recognition [22].95

Proença et al. [23] proved that as more inaccuracies were introduced to segmenta-

tion results, the error rates of iris recognition dramatically raised.

There are three main types of existing iris segmentation methods: boundary-based

methods, pixel-based methods and deep learning based methods. Boundary-based

methods try to locate iris region by finding pupilary boundary and limbus boundary.100

While pixel-based methods directly determine whether each pixel belongs to iris re-

gion. Deep learning-based methods can be roughly classified as pixel-based method.

But due to their outstanding performance, we list them separately.

Boundary-based methods. Boundary-based methods try to locate iris region by find-

ing pupil boundary and limbus boundary. It’s natural to have the idea that iris region105

is annulus. But in reality, the inner and outer boundary of iris are usually not concen-

tric. To avoid such mistake, Daugman’s early work [5] simply regard iris region as

5



  

circulars, which can be represented by two circles. He proposed a two-step iris seg-

mentation method by repeatedly using an integro-differential operator to search over

the image domain to find first the outer boundary, and then the inner boundary of iris110

region. Wildes et al. [6] adopted a gradient-based edge detection and then located outer

and inner circles by using Hough transform [24, 25]. Nearly all early methods were

based on the assumption that iris had annulus-like boundary. However, usually, due

to the reason of noise and occlusion, iris boundary, especially outer boundary, are not

circular. So, Wildes et al. [6] parameterized upper and lower eyelids as parabolic arcs115

and located them by a gradient-based edge detector that favors the horizontal(based

on the assumption that head is upright). Methods proposed by Shah [7] and Daug-

man [22] used active contours to enhance iris segmentation, because such method al-

lowed for non-circular boundaries and enabled flexible coordinate systems. Moreover,

many approaches such as reflection removal [3], illumination normalization and coarse120

iris localization [26], boundary fitting model [27] have been introduced to improve the

performance of boundary-based iris segmentation methods.

Pixel-based methods. Essentially, pixel-based methods try to construct classifiers for

determining if each pixel is within iris region. Early promising pixel-based methods

proposed by Pundlik et al. [8] adopted a step-wise procedure based on image inten-125

sities. In this method, a graph cut based energy minimization algorithm was used to

separate first eyelash, then pupil, iris, and background. Tan and Kumar [9] exploited

the localized Zernike moments feature [28, 29] at different radii to classify each pixel

into iris or non-iris category using support vector machines (SVMs). Proença [10] first

introduced neural network to classify iris pixels. In this method, a shallow neural net-130

work, which contained only one hidden layer, was adopted for first sclera and then iris

training/classification. The idea of first stage comes from the insight that sclera is the

most distinguishable region in non-ideal images, and the mandatory adjacency of the

sclera and the iris was exploited to detect noise-free iris regions.

Basically, boundary-based iris segmentation methods require prominent contrast135

of structure components. Gradient and contour information was concerned more in

such methods. While pixel-based methods rely highly on discriminative features such

6



  

as images’ texture, color and intensity. Also, approaches such as [30, 31] integrated

these two kind of methods. [30] first roughly cluster image pixels into iris and non-iris

regions by setting threshold on brightness, and then on the obtained coarse iris location140

image, an integro-differential model was adopted to locate iris boundary. While [31]

first used Random Walker to locate coarse boundary circle of iris region, then a series

of operations based on statistical gray level intensity information were adopted for

pixel-level boundary refine.

Deep learning based methods. Benefited from large-scale data collection, rapid devel-145

opment on computing performance and fast GPU implementations of artificial neural

networks [32, 33, 34, 35], since 2010s, deep learning-based method dramatically boost

in the field of computer vision, as well as the field of image segmentation [36, 37, 38,

39]. Unlike traditional patch classification-based CNN models that using fully con-

nected layers after convolutional layers to get fixed length feature vectors, FCN [39]150

allow arbitrary input image size and adopt deconvolution layer for upsampling the dif-

ferent convolutional layers’ feature maps to target size. Compared with former ap-

proaches, FCN avoided separately running network for each patch, and boosted seg-

mentation speed. Papers including [11] and [12] introduce modified FCN to the task

of iris segmentation. However, because the feature maps in FCN for upsampling is155

too coarse, FCN’s segmentation results are not fine enough. Unlike FCN that upsam-

pling different size coarse feature maps to target resolution, U-Net [13] reform a lot in

upsampling stage. U-Net adopt an encoder-decoder structure, and in U-Net’s succes-

sive layers, pooling operators are replaced by a serial of upsampling operators, which

makes the whole network a symmetrical U-shaped model. U-Net has been proven good160

performance in the field of biomedical [40, 41, 42], and can work with relatively few

training images and yields more precise segmentations.

3. Proposed Method

In this section, we describe the proposed ATT-UNet for addressing the task of iris

segmentation in detail.165
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Figure 2: ATT-UNet architecture. All the boxes correspond to multi-channel feature map. The contracting

path of ATT-UNet use the same architecture as VGG16(without fc top).The gray-colored part of ATT-UNet

is also act as the bounding box regression model and is used for attention mask generation. The generated

attention mask is merged back to ATT-UNet and make our model focus on the segmentation of iris region.

The proposed ATT-UNet is built upon the original UNet model, and we make a sig-

nificant improvement by introducing an attention mechanism which guides the model

to learn more discriminative features for separating the iris and non-iris pixels. We

will first illustrate the architecture of the proposed ATT-UNet in Section 3.1, then we

describe the novel training pipeline of ATT-UNet in Section 3.2.170

8



  

3.1. Structure of ATT-UNet

The overall structure of our ATT-UNet is shown in Figure 2, which contains a

contracting path (marked as gray in Figure 2) and an expanding path (marked as blue

in Figure 2). The contacting path encodes feature maps of the CNN models, and at the

end we add a regression module to estimate the bounding box of iris which is served as175

attention mask. The expanding path decodes the feature maps, and the attention mask is

integrated into the model at the final prediction step. First we will introduce the U-Net

Architecture in 3.1.1. Detailed introductions for regression part and attention-based

segmentation part of our proposed ATT-UNet are described in 3.1.2 and 3.1.3.

3.1.1. U-Net Architecture180

U-Net [13] is a novel segmentation architecture built upon FCN. Unlike FCN, U-

Net adopts a symmetry encoder-decoder structure, which also referred as contraction

path and expanding path. The contracting path of U-Net (the gray-colored part with-

out the bounding box regression part, in Figure 2) follows typical CNN architecture,

which contains a series of convolutional layers and max pooling layers. It gradually185

reduces feature maps’ size and meanwhile increases the number of feature channels,

that encourage the model to learn global and non-local features. While the expanding

path of U-Net (the blue-color part in Figure 2) contains a series of convolution and

deconvolution operations, which can step-wise up-sampling the feature maps to the

original size and reduces the feature channels. The skip connections between contact-190

ing and expanding path concatenate features from both sides which force the model to

capture local and global information. Finally, a 1× 1 convolutional layer is adopted to

map feature vector to the desired number of classes. Such a neat symmetry architec-

ture of U-Net has already achieved very promising performance on various biomedical

segmentation applications.195

3.1.2. Attention mask generation

As we know, our iris only occur in a specific area in the eyes, as marked with

red rectangles in Figure 1. In order to modeling this geometric constraint, we add an

attention mask generation step to estimate the potential area where the iris most likely
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to appear. We use a bounding box regression module to estimate the coordinates as200

shown in the most right part in Figure 2.

In our ATT-UNet, we add a pooling layer and a fully connected layer at the end the

contracting path as a regression module. And the bounding box is determined by the

coordinates of the upper left corner (x1, y1) and the bottom right corner (x2, y2) of the

iris region. So the regression part of our model predict and output rectangle coordinates205

arrays consisting of (x1, y1, x2, y2). We adopt Mean Squared Error (MSE) as loss

function in this step, and the equation goes as Equation (1), in which n represents the

number of rectangle array, Yi and Ŷi represent the ith rectangle array of groundtruth

and prediction, respectively.

MSE =
1

n
∗ (Yi − Ŷi)

2
(1)

After rectangle arrays are predicted, in attention mask generation, we create a at-210

tention mask M .

3.1.3. Attention guided segmentation

After getting the predicted attention mask M , we use it to guide the final segmen-

tation which forces the model to focus on this specific region. Instead of doing a hard

attention that only segmenting pixels inside the mask, we utilize a soft attention scheme215

by setting the weights inside mask as 1.0 and outside as δ. By doing so, we can alleviate

the mistake in the attention mask generation step to a certain degree.

The weight map is merged by multiplying with the ATT-UNet’s second last layer’s

discriminative feature map, and the merged features is used for back propagation and

act as key step for attention mechanism. The whole multiply operation can be expressed220

as (2):

F(x, y) =

V(x, y) ∗ 1.0 (x, y) ∈M

V(x, y) ∗ δ (x, y) /∈M
(2)

in which V(x, y) represents the features in position (x, y), δ is the soft attention

weight in range of [0, 1]. In Section 4.4.2, we evaluate the effect of δ with differ-
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ent value on the segmentation performance, and found that the best performance was

achieved by setting δ equals to 0.2 for UBIRIS.v2 and 0.6 for CASIA-IrisV4-Distance.225

The whole architecture of our proposed ATT-UNet is shown in Figure 2. Zero

padding was adopted for all the convolutional layers to maintain the feature map. Bi-

nary cross entropy is used as segmentation loss function, which goes as Equation (3),

LH(x, z) = − 1

n

n∑
k=1

zk log xk + (1− zk) log (1− xk) (3)

where n represents the number of pixels in each image, x and z represent estimated

foreground probability and its corresponded groundtruth label.230

3.2. Training pipeline

In this section, we describe the detailed training pipeline of our ATT-UNet. Since

the ATT-UNet has a contracting path and expanding path, we utilize a two-step training

strategy to train our model. But it is also possible to train the whole network end-to-

end.235

During the first step, we only train the weights in contracting path (the gray part in

Figure 2) for computing the bounding box of attention mask. Firstly, we generate the

groundtruth coordinates (x1, y1, x2, y2) by computing the upper left and bottom right

corners of the external rectangle. Then we use the mean square error loss function as

shown in Equation (1) to train these weights.240

For the second step, we only train the weights in the expanding path by keeping the

weights in the contracting path fixed. For each image, we use the estimated coordinates

(x1, y1, x2, y2) produced by the contracting path to compute the attention mask, then

multiply with features from the penultimate layer. Finally, the binary cross-entropy

loss function in Equation 3 is used for training.245

4. Experiments

4.1. Datasets

We use UBIRIS.v2 [43] and CASIA-IrisV4-Distance [44] dataset to evaluate the

performance of our proposed method. Both datasets are representative dataset in the
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task of iris segmentation and recognition. The detail parameters of these two datasets250

are listed in Table 1.

Table 1: comparisons of two datasets used in our experiment

Dataset UBIRIS.v2 CASIA.v4-distance

sensor
Canon

EOS 5D

CASIA

long-range

iris cam

environment indoor indoor

type VW NIR

resolution 400*300 640*480

color RGB gray-level

No. of train 500 300

No. of test 500 100

UBIRIS.v2 is an iris dataset which contains visible wavelength iris images cap-

tured on-the-move and at a distance, with corresponding more realistic noise factors.

The pixel-wise segmentation groundtruth is given by NICE.I competition [45]. We

use a subset of 500 images in UBIRIS.v2 for training and 500 for testing, following the255

same setting as the NICE.I competition.

CASIA-IrisV4-Distance is a subset of CASIA-IrisV4 which was collected by the

Chinese Academy of Sciences’ Institute of Automation (CASIA) using CASIA long-

range iris camera. All the images are captured indoor with a distance of more than 2

meters. In this dataset, a subset of 400 iris images are manually fine labeled by [11].260

We use a subset of 300 images in this dataset for training and 100 for testing.

4.2. Evaluation metrics

Intersection over Union (IoU) is an evaluation metric to compare the predicted

attention mask with the external bounding box of the groundtruth iris region. The

equation of IoU is265

IoU =
area(P ) ∩ area(G)
area(P ) ∪ area(G)

, (4)
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where P represent the predicted attention rectangle, andG is the groundtruth bounding

box.

Mean Error Rate (MER) is a widely used evaluation metric for the task of binary

segmentation. Error rate can be regarded as the ratio of all false pixel prediction in the

whole image. Equation (5) is used for calculating mean error rate on test set:270

error =
1

N
× I

w × h

w∑
x=1

h∑
y=1

M(x, y)⊕G(x, y), (5)

where N is the number of testing images, and w, h are the length and width of test

images. M and G are the predicted segmentation mask and the groundtruth mask,

and x, y are the coordinates of each pixel. The ⊕ represents the XOR operator, which

calculate the dissimilar pixels between M and G.

Mean True Positive Rate (mTPR) is another commonly used evaluation metric for275

segmentation which computes the average ratio of predicted groundtruth pixels against

the total groundtruth foreground pixels. The equation goes as Equation (6),

mTPR =
1

N
× TP

TP + FN
(6)

where N is the total number of testing images, TP and FN are the true positive and

false negative.

4.3. Implementation280

We implement our ATT-UNet on Keras with TensorFlow backend. The Adam opti-

mizer is used to training our model with an initial learning rate equals to 0.0001. We set

the number of training epochs to be 30. The contracting path in our ATT-UNet has the

same structure as VGG16 (without all the fully connected layers), and we initialized

the weights with the pre-trained model on ImageNet provided by Keras.285

All the models were trained and tested by the pipeline discussed in section 3.2 on

a machine with Intel i7-7700K cpu and an NVIDIA 1080Ti GPU. We also apply data

augmentation for pre-processing during training, including horizontal flip, width shift

and height shift. figure
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Figure 3: Examples of attention mask generation results.The left part is example results from UBIRIS.v2

and the right part is from CASIA-IrisV4-Distance. The first column of each part is original iris images

from each dataset, and the second column is the iris region bounding boxes given by finding max contour

on segmentation masks.The example bounding boxes predicted by gray part of the proposed ATT-UNet

are shown in the third column. The fourth column is examples of generated attention mask according to

coordinates of bounding box, following the setting of Equation(2). For better locating iris region, we expand

the predicted attention rectangles by 5 pixels.

4.4. Experimental results290

4.4.1. Evaluation of the estimated attention masks

For the first part of experiment, we reported the quantitative IoU metric of estimated

attention mask compared with the groundtruth in Table 2. As can be seen, the attention

mask generate from our model can reach the IoU of 91.37% and 90.88% in UBIRIS.v2

and CASIA-IrisV4-distance respectively, which means the proposed ATT-UNet can295

accurately locate iris regions for attention.

We also plot some estimated attention masks in Figure 3, which includes several

challenging situations such as reflection, position offset, poor illumination and wearing

glasses. As showed in Figure 3, the red bounding box generated by our model is well

aligned with the blue groundtruth bounding box, but there are some of small errors in300

some challenge cases. As a consequence, we erode the estimate attention masks by 5
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Table 2: Attention masks’ IoU results between predicted attention rectangle and groundtruth rectangle on

both datasets.

Dataset UBIRIS.v2
CASIA.v4-

distance

IoU(%) 91.37 90.88

Figure 4: The MER & mTPR metrics of the segmentation results under different soft attention weight for the

UBIRIS.v2 and CASIA-IrisV4-Distance datasets. For better display, we use (1.0 - MER) instead.

pixels, which can get a better localization of the iris regions for the next segmentation

step.

4.4.2. Comparison of different soft attention weight

In this section, we compare the effect of different soft attention weight of our ATT-305

UNet model. Instead of hard attention that only segment pixels inside the mask, we

test the background attention weight from 0.0 to 1.0 with an interval of 0.2, and fix the

foreground attention weight as 1.0. The MER and mTPR performance of different at-

tention weight of the dataset of UBIRIS.v2 and CASIA-IrisV4-Distance are displayed

in Figure 4. For better display, we plot the (1.0-MER) instead. As can be seen from Fig-310

ure 4, since we can get a very high MER, different attention weights have a very small

influence of the MER. For the mTPR metric, we can get a significant improvement at

the attention weight of 0.2 for UBIRIS.v2 dataset, and 0.6 for CASIA-IrisV4-Distance

dataset. It is worth noting that even we choose the worst performing weight in both

datasets, the proposed ATT-UNet can achieve better MER and mTPR than other meth-315
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Table 3: Mean error rate and mTPR comparisons on proposed ATT-UNet and two promising network in the

field of segmentation, including U-Net and FCN.

Method
UBIRIS.v2

CASIA.V4-

distance

MER(%) mTPR(%) MER(%) mTPR(%)

U-Net 0.898 94.804 0.478 95.026

FCN 1.004 95.482 0.528 95.014

Ours ATT-UNet 0.764 96.812 0.381 96.325

ods.

4.4.3. Evaluation of the iris segmentation

In this section, we evaluate the segmentation performance of our proposed ATT-

UNet by using the best attention weights of each dataset (0.2 for UBIRIS.v2 and 0.6 for

CASIA-IrisV4-Distance). Firstly, we implemented a U-Net model without the bound-320

ing box regression step as showed in Figure 2 as the baseline model. Besides we also

implement an FCN for comparison. All these three models use the backbone of VGG16

and initialized with the weights pre-trained on ImageNet. Same data augmentation

procedures are adopted during the training. We adopt mean error rate and mTPR as

evaluation metrics, as is introduced in Section 4.2. Table 3 list a summary of segmen-325

tation performance between the proposed ATT-UNet, U-Net and FCN. The proposed

ATT-UNet achieves a mean error rate(MER) of 0.764% and 0.381% on UBIRIS.v2 and

CASIA.IrisV4-Distance, which are lower than the U-Net and FCN. And for the mTPR,

our ATT-UNet can get a higher performance of 96.812% and 96.325% respectively. It

shows that our proposed ATT-UNet surpass U-Net and FCN in both datasets on two330

evaluate metrics.

In Figure 5, we plot some typical segmentation results produced by our proposed

ATT-UNet compared and the original U-Net. Compared with the U-Net, the proposed

ATT-UNet model can avoid some obvious mistakes as indicated by yellow arrow in

sample 1©, as well as some hard mistakes such as the indistinguishable edges as indi-335

cated in 2©, 3©, 4©.

In Figure 6, we gave examples of segmentation results from UBIRIS.v2 and CASIA.IrisV4-
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①

②

③

④

U-Net ATT-UNetGT U-Net ATT-UNetGT

Figure 5: We compare some typical segmentation results from both dataset, under original U-Net and the

proposed ATT-UNet. The groundtruths are listed in the third column. The yellow arrows point out some

obvious errors in U-Net segmentation results.

Figure 6: Examples of segmentation results from UBIRIS.v2 and CASIA-IrisV4-distance.The first columns

of both parts are original iris images selected from UBIRIS.v2 and CASIS.IrisV4-distance, respectively. The

second and the third column respectively display the groundtruths (marked with blue color) and segmentation

predictions(marked with green color). The correct and false segmented pixels are labeled as green and red

color, respectively in column 4.
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Figure 7: Some challenging samples and their segmentation results are selected and displayed from two

datasets. The first columns of both side are original iris images. The second and the third column respec-

tively display the groundtruths(marked in blue) and segmentation predictions(marked in green). The false

segmented pixels are labeled as red color in forth column. All the images are zoomed in for detail.

distance datasets. The first column is the original images, the second column is the

groundtruths, and the third column is the segmentation results of our ATT-UNet. In the

last column, we labeled those false segmented pixels in red.340

In order to have a better observation of those segmentation errors, we also se-

lect some challenging samples and plot the zoomed segmentation results from two

datasets in Figure 7. Here, challenging samples with hair occlusion (see sample 1©
2©), eyelashes occlusion (see sample 1© 5© 6© 7© 8© 9© 10©), strong reflection (see sam-

ple 3© 4© 5© 6© 7© 9© 10©), eyeglasses occlusion (see sample 3© 4© 7© 9© 10©), non-345
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Figure 8: Some weakly segmented samples are selected and displayed from both dataset. Just like

7, the first column are original iris images. The second and the third column respectively display the

groundtruths(marked in blue) and segmentation predictions(marked in green). The false segmented pixels

are labeled as red color in forth column. All the images are zoomed in for detail.

cooperative (see sample 3© 5©), blurring (see sample 5©), are included. Even in sample

2©, our model successfully distinguish a very slim and inconspicuous hair, as indicated

by yellow arrow. Results show that the proposed ATT-UNet can deal with non-ideal

and non-cooperative images and give pretty good segmentation results. Additionally,

although time efficiency is not the main concern of our task, we achieved segmentation350

speed of 17fps on 512 ∗ 512 resolution iris images, with one NVIDIA 1080Ti GPU.

However, there are still some very extreme samples that our model cannot perfectly

segment. In Figure 8, we select some weakly segmented samples and display them in

zoomed-in manner. Samples in UBIRIS.v2 dataset are VW images, so there are many

problems caused by low contrast. In the area indicated by yellow arrow in sample 1©,355

the light reflection is very weak and is understandable to be segmented as foreground.

In sample 2©, our model fail to segment a very thin hair. In sample 3©, the mis-

segmented areas have very low contrast. Samples in CASIA-IrisV4-distance dataset

are NIR images with high contrast, but many images still suffer from the effects of

dense drooping eyelashes, as indicated by yellow arrow in sample 4©. Even if we360

relabel the dataset with human eye, those samples are still questionable and worth

discussing.

Since iris is only one large connected region, after getting the segmentation results,
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Table 4: Comparison of with/without post-processing(pp) step in the original U-Net and proposed ATT-

UNet.

Method
UBIRIS.v2

CASIA.v4-

distance

MER(%) mTPR(%) MER(%) mTPR(%)

U-Net 0.8977 94.8045 0.4779 95.0263

U-Net + PP 0.8851 94.6778 0.4722 95.0202

ATT-UNet 0.7643 96.8124 0.3812 96.3248

ATT-UNet + PP 0.7679 96.7839 0.3848 96.3201

Table 5: Error rate comparisons on proposed method and other relatively approaches. The ’-’ means the

method has not been implemented on that dataset.

Method
UBIRIS.v2

MER(%)

CASIA.v4-distance

MER(%)

Ours ATT-UNet 0.76 0.38

MFCNs [11] 0.90 0.59

RTV-L1 [26] 1.21 0.68

Tan et al. [31] 1.72 0.81

Proença et al. [10] 1.87 -

Tan et al. [9] 1.90 1.13

it’s possible to remove those isolated false positive pixels far away from iris region by

only keeping the largest connect component. In this part, we also did a comparison of365

the U-Net and ATT-UNet with/without the post-processing step. The MER and mTPR

are list in Table 4. From the result, we can find that using the post-processing step don’t

have much effect of the experiment results. For the U-Net, the post-processing slightly

improves the performance. While for ATT-UNet, post-processing even decreases the

segmentation performance. The main reason is that our ATT-UNet already handle this370

problem by ignoring those false positive pixels outside iris region in the attention step.

4.4.4. Comparison with other methods

We also compare the proposed method with several representative and excellent iris

segmentation approaches in recent years, including boundary-based approaches [26],
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pixel-based approaches [9, 10] and deep learning based approaches [11]. In particu-375

lar, [31] is a composite model that integrated boundary-based and pixel-based meth-

ods. Specifically, [11] proposed a multi-scale fully convolutional network for iris seg-

mentation, and achieved former state-of-the-art results in both datasets. Table 5 list

a summary of mean error rate, as is given in 4.2, for our proposed method and other

approaches. Results show that the proposed ATT-UNet achieves the state-of-the-art380

performance with mean error rate 0.76% and 0.38% on UBIRIS.v2 and CASIA.IrisV4-

Distance dataset respectively. Moreover, the improvements of proposed method over

former state-of-the-art method [11] is respectively 15.56% and 35.59%.

5. Conclusions

Accurate and effective iris region segmentation play as a significant step in iris385

recognition, as well as computer-aided ocular disease diagnosis. For better iris segmen-

tation, challenges such as occlusion, reflection, poor illumination should be overcome.

Former learning-based methods generally use global iris images as input for learning.

Given that iris region’s appearance is a unitary area, pixels outside iris-specific region

is typically of no use for segmentation results. Training deep models with global iris390

images can be easily effected by noisy pixels in complicated iris images. In this paper,

we present an accurate network model for iris segmentation, namely ATT-UNet. The

proposed model learns from global information and iris-specific local region to avoid

false segmentation caused by noisy pixels. We design a novel training strategy. First,

the information of labeled segmentation masks is fully utilized for ROI groundtruth395

generation. Then, adopting the contracting path of proposed ATT-UNet as bounding

box regression model, we generate attention masks to merge with discriminative fea-

ture maps in model, making the proposed model pay more attention on iris-specific

region and avoid false segmentation in noisy background.

We adopt mean IoU for measuring the accuracy of generated attention mask. Also,400

mean error rate and mTPR are used for measuring segmentation results. Experimental

results show that iris-specific bounding box in complicated iris images can be correctly

located. And iris images in VW and NIR, including non-coorperative and non-ideal
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samples, can be well segmented with ATT-UNet. Further experiments show that the

proposed model surpasses representative models in accuracy. Results of U-Net, with or405

without attention mechanism, indicate that the segmentation performance is improved

after adding attention mechanism to U-Net. Since the proposed approach has not been

set as end-to-end mode, further research will focus on optimizing model pipeline and

making models more robust in different scenery.
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1. We propose an attention guided iris segmentation model. 

2. Different soft attention weights are evaluated. 

3. Our method can keep the geometric constraint of iris. 
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